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Sl Units

Unit

Avogadro constant

Faraday constant

Planck constant

Universal or molar gas constant

Molar volume of an ideal gas at s.t.p.

Velocity of lightin a vacuum
Energy

Calorie

Erg

Electron volt
Pressure

Atmosphere

Bar

Millimetres of Hg
Temperature

Centigrade

Fahrenheit
Length

}’\ngstrém

Inch
Mass

Pound

........................................................................................................................................................................................................................

s.t.p., standard temperature and nressure.

Symbol

LorNg
F
h

Sl equivalent

6.022 X 1033 mol-!

9.648 X 104 Cmeoel-1?
6.626 X 10-3] s
8.314JK " 1mol-!
22.41dm*mol-!
2.997 X 108 ms~!

4.184]
10-7]
1.602 X 10-19]

101 325 Pa
105 Pa
133.322Pa

(t°C +273.15)K
(t°F — 32)5/9 + 273.15K

10-19m
0.0254m

0.4536 kg



Basic principles

W Molarity : Number of moles of the substances in 1
dm? of solution.

B One mole: equal to molecular mass of the substance

B Molecular mass:
Da: daltons
kDa: Kilodaltons =1000 Da
M. no unit
Relative molecular mass

= the molecular mass of a substance relative to
1/12 of the atomic mass of the 12C .



Units for Different Concentrations

Interconversion of mol, mmol and pmel in different volumes to
give different concentrations

Molar (M) Millimolar (mM) Micromolar (M)
Imoldm~3 1 mol | 1mmoldm™3 1 pmol dm-3

I mmolcm™3 I pmol cm ™3 I nmolcm™?

1 pmol mm~? 1 nmol mm 3 1 pmol mm™3

..................................................................................................................................................................................

Biological substances are most frequently found at relatively low concentra-
tions and in in vitro model systems the volumes of stock solutions regularly used
for experimental purposes are also small. The consequence is that experimental
solutions are usually in the mmoldm™3, pmoldm— and nmol dm™3 range rather
than molar. Table 1.5 shows the interconversion of these units.



lon Strengths

Reason of deviation:

Presence of electrolytes will result In
electrostatic interaction with other ions and
solvents

Total ion charge In solution
— 2 2 2
M=1/2 *(c,z,+ c,z,“+....+ C,Z,°)

C,, C,, ...C,: cONcentrations of each ion in molarity
Z,, Z,, ...Z,: charge on the individual ion
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Example 2 CALCULATION OF 1ONIC STRENGTHS

Calculate the ionic strength of (i) 0. 1 M NaCl, (i1) 0. 1 M NaCl + 0.05 M KNO, +
0.01 M Na; SO,.

. . . 1
lonic strength can be calculated using the equation p = 52622.

(i) Calculating ¢z? for each ion:
Na+t=01X(+1P=0.1M

Cl-=01X(~12=0.1M

Hence
%Ecz2 =02/2=0.1M

(ii) Nat =0.1X(+12+002X(+12=012M
Cl- =0.1x{=1)2 . =0.10M
K+ =005x(+1)2 =0.05M
NO; =0.05 2 (1) =0.05M
SO~ =0.01 = (—2)? =0.04 M

Hence

1 1
EZCZQ =2(036)=0.18M

Note 1: the unit of ionic strength is M.

Note 2: that for Na,S0O, ¢ = 0.02, since there are 2Na* per mole.

Note 3: thatfora 1 M 1:1 electrolyte such as NaCl, the ionic strength is 1 M ; for
alM 2:1electrolyte such as MgCl,, the ionic strengthis 3 M, fora 1M
2:2 electrelyte such as MgS0O,, the jonic strength is4 M and fora3:1
electrolyte such as FeCl;, the ionic strength is 6 M.,

Note 4: As the concentration and ionic strength increase, this type of calculation
becomes progressively inaccurate owing to the importance of activity
coefficients. '



Activity and Activity Coefficients

Activity : the effective concentration in solution
A, = [Concentration ]y

Y , . Activity coefficient

B The coefficient establish the relationship between activity
and concentration.

= It will decrease when the ionic strength increases (include
concentration, charge and ion mobility)

e.g. 0.001 M Mg2* 0.872
Fe3* 0.738

Except for very diluted solution, the effective concentrations

are usually less than the actual concentration
;



Relative rate of reaction

Preparation of Buffer Solution

50—

40

3.0

20—

1.0

Optimal enzyme activity pH 8

|

7.0

9.0

10.0

a -Chymotrypsin:
catalyzed cleavage of the
C-N bond



Henderson-Hasselbalch Equation

For a weak acid, which dissociates as follows:
HA - HY+ A"

B ]x[a]
Ea]

equilibrium constant =K, = K| =

loglOKa=10g10[H+] + log1l0[A- ] - loglO[HA]
-logl0[H+] = -logl0Ka + log10[A-] - loglO[HA]

; [}_1" I
pH = pK, +log, LWJ

PH:pE‘ + ].c::.gl.:| [Eﬂﬂjugate bﬂﬂf] =F'F-.,‘ + ]':’El.;. [_P'I"-'Jlﬂﬂ Eu:cept-:pr_]
[conmgate acid] [proten denor |

9




Why is pKa useful?

]

pH =pK, +logy, L[m

Perhaps it is useful to look at this in another
way: If we consider the situation where the
acid is one half dissociated, in other words
where [A-] is equal to [HA], then, substituting
In the Henderson-Hasselbalch Equation

pH = pKa + log10(1)
pH=pKa+0
pH = pKa

This means that an acid is half
dissociated when the pH of the
solution is numerically equal to the
pKa of the acid.

10



4

|

pH =pK,_ +loz, HA - H*+ A"
|I—L£1|

f"hl 1 "120_1 s z"; Acids with the lowest pKa
TERroaeet x> =7 2! values are able to
Dichloroacetic 2x10~< =102 1.3 : : : :
Rrarnnchlarassasntin | 1 B viIMF2 | =128 D0 dISSOCIate In SO|UtI0nS Of
Formic 21104 | =1037] 3.7 low pH, .e. even where t_he

S  mo1rvs  —1rva1] 4 1 hydrogen ion concentration
Acetic 19x105 =1047 47| 'S high. Acids with higher
H,CO, >ax107|=10%5| 65| PKa values dissociate only
H,S 58108 | =1072| 7.2 In solutions of high (more
HCN 13109 | =10%° 8.9 alkaline) pH.
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Example 3 CALCULATION OF pH AND THE EXTENT OF IONISATION
OF A WEAK ELECTROLYTE

Calculate the pH of a 0.01 M solution of acetic acid and its fractional ionisation
given that its K15 1.75 X 1075,
To calculate the pH we can write:

acetate " J[H*
£y = % =1.75 =< 10—°%
[acetic acid]
Sinece acetate and hydrogen ions are produced in equal quantities, if x = the
concentration of each then the concentration of unionised acetic acid remaining
will be 0.01 — x. Hence:
D)
001 — x
1.7 > 1077 — 1.75 > 107 5x = x2

1.75 x10-5=

This can now be solved either by use of the quadratic forimula or, more easily, by
neglecting the x term since it is so small. Adopting the latter alternative gives:
x?=1.75><10"7
hence
x =418 < 10—*M
hence
pH = 3.38
Note that this solution has ignored the activity coefficients of the acetate and
hydrogen ions. They are 0.90 and 0.91 respectively at 0.01 M and 25 °C. Inserting
these values into the above expression and assuming that the activity coefficient of
acetic acid is unity gives:
©00.90000.91

0.01 — x .
Solving Lhis equation for x gives a value of 4.61 > 10—*M, and hence a pH of
3.33. This illustrates the relatively small influence of activity coefficients in
this case

1.75 < 107% =

The fractional ionisation (&) of the acetic acid is defined as the fraction of the
acetic acid that is in the form of acetate and is therefore given by the equation:

o [acetate]
“ ™ [acetate] + [acetic acid]
_ 4.18 <104
T 4.18 <10~ * + 0.01 —4.18 <10~
418 xX 104
B 0.01
=4.18 X 10-2 o0or4.18%

Thus the majority of the acetic acid is present as the unionised form. {f the pH is
increased above 3.33 the proportion of acetate present will increase in accordance
with the Henderson—Hasselbalch equation.



Quantitative Biochemical

Measurements
® What to study? Model
B How to study Method
M |s the results correct? Performance

® How to interpret results? Report

13



Quantitative Biochemical
Measurements

B Analytical Considerations:
(I) Test Model :
IN VIVO V.S. In Vitro
Material: urine, serum/plasma/blood
Matrix v.s Analyte
Sampling v.s population

14



| N VIVO:

| N vitro:

(in glass

IN VIVO V.S. IN VItro

In a living cell or organism

Biological or chemical work
) done In the test tube

15



Sampling v.s Population

Population: Representative portion of analyte
Heterogeneous v.s Homogeneous

L=  p
Extraction Methods: | i
M Liquid extraction
B Solid-phase extraction
B Laser microdisection

(cancer cell)

16




Quantitative Biochemical Measurements

(Il) Selection of Analytical Methods

B Qualitative v.s Quantitative analysis

® Chemical and physical properties of
analyte

M Precision, accuracy and detection limit
M Interference from matrix

W Cost and value

B Possible hazard and risk

17



Physical Basis of Analytical Methods

Physical properties that |Examples of properties used in the
can be measured with

some degree of precision
Extensive
Mass
Volume +
Mechanical
Specific aravity
VIiscosity
Surface tension

Spectral
Absorption
Emission
Fluorescence
Turbidity - |
Rotation

Electrical

Conductivity
Cuurent/voltage

Half-cell potential

Nuclear
Radioactivity +

Protein Lead Oxygen

_|_
_|_

||+

- -

18



Major manipulative steps in a generalized
method of analysis

Purification of the test substance

l
Development of a physical characteristic by the formation of a derivative

l
Detection of an inherent or induced physical characteristic

l

Signal amplification
l

Signal measurement

!
Computation

l
Presentation of result

19



Basic Terminology in Analytical Science

mSensitivity

1.Detection limit: Smallest concentration/amount of analyte that
can be detected.

2.Analytical sensitivity :The ability to measure the change in
guality of analyte.

3.Analitical Range: The range of concentrations of analyte that
can be measured reproducibility.

Y=ax+b

T

Slope: Analytical Sensitivity

T

l‘ Detection Limit (Sample-Dependent, )
* "l

Analytical Range ( ) 20



B Specificity (Selectivity)

* The ability to detect ONLY the test analyte in the
presence of other interfering substances.

* Loss of Specificity ‘ false positive
(resulting from interference in the sample )

B Robustness :

The abllity of the method to give consistent
result in the change of experimental
parameters,

E.g: pH. temperature...... etc

21



Quantitative Biochemical
Measurements

(111) Experimental Errors
= Systematic error

= Random error

Standard Operation Procedures

(SOP)
NOTE




Systematic Error

M Constant or proportional (Bias)
M Also called
Overestimation /underestimation

(1) Analyst error: pipette, calibration, solution
preparation, method design

(2) Instrumental error: contamination of
iInstrument, power fluctuation, variation in T,
PH, electronic noise

(3) Method error: side reaction, incomplete
reaction

23



ldentification of Systematic Errors

® Blank sample

B Standard reference sample

B Alternative methods

® External quality assessment sample

24



Random Error
W Variable, either positive or negative
B also called
Indeterminate error

(1) Instrumental error: random electric noise

25



Standard Operating Procedures
(SOP)

Include:

® Quantity/quality of reagent

M Preparation of standard solution
W Calibration of instrument

® Methodology of actual analytical
procedures

26



Assessment of performance of
analytical method

The NEW ENGLAND JOUENAL of MEDICINE

‘ ORIGINAL ARTICLE ‘

Eftector Memory T Cells, Early Metastasis,
and Survival in Colorectal Cancer

Fatima Sanchez-Cabo, Ph.D., Anne Costes, B.S., Robert Mglidor, Ph.D.,
Bernhard Mlecnik, M.Sc., Amos Kirilovsky, M.Sc., Malin Nilsson, B.S,,
Diane Damotte, M.D., Ph.D., Tchao Meatchi, M.D., Patrick Bruneval, M.D., Ph.D,,
Paul-Henri Cugnenc, M.D., Ph.D., Zlatko Trajanoski, Ph.D.,
Wolf-Herman Fridman, M.D., Ph.D., and Jéréme Galon, Ph.D.

Franck Pagés, M.D., Ph.D., Anne Berger, M.D., Ph.D,, Pv'laTThie<C3w1u5, M.Sc.,
|

NEJM, 353, 2654-2666, 2005
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Background

The role of tumor-infiltrating ( ) Immune cells In

the early metastatic invasion ( ) of

colorectal cancer ( ) is unknown.

Methods

We studied pathological signs of early metastatic

Invasion (venous embol and lymphatic
and perineural invasion( ) In 959

specimens of resected colorectal cancer. The local
Immune response within the tumor was studied by
flow cytometry (39 tumors), low density-array real-
time polymerase-chain-reaction assay (75 tumors),
and tissue microarrays (415 tumors).

28
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How to Interpret
guantitative data?



How do we evaluate the data ?

Normal control 52 54 |Cancer Patient




Normal Distribution

(Gaussian Distribution)
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Student's t Distribution

W oA Iy T D O

0.4 -

t distributions

I
|:|_3_ .....................................................................................................................................................
|:|2 ......................................................................................................................................................
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|:| T |
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Normal or Patient?

A. Discrimination - Comparision of Data
Groups
1. 2 groups with equal variances
2. 2 groups with unigue variances

B. Receiving Operating Characteristic (ROC)
curve
1. 2 X 2 contingency table
2. sensitivity & specificity
3. plotting ROC curve
4. uses of ROC curve 36



'Student's' t Test

actual difference

between two means In
relation to the variation
INn the data group group

Mmean mean

The t-test compares the ¥
|
|

control treatment

http://www.socialresearchmethods.net/kb/stat_t.htm

37



signal difference between group means

noise K vanability of groups

\ %% A
\"TSER %

t.value \ standard érror of the
—— difference

AN

38



Student's t Distribution

 Whenm, s are unknown Student's t distribution
wil be applied

t

_X-u
s/+/n
— S standard deviation

— degree of freedom, d.f. df =n-1

— When df > 30, the distribution is approaching normal
distribution

The top part of the ratio is just the difference between the
two means or averages. The bottom part is a measure of

the variability or dispersion of the scores.
39



Section 1.6.5
B One-sample t-test: Compare the mean with a

known standard solution

W Unpaired t-test: Comparing two competitive
analytical methods

W Paired t-test: Comparing two competitive
analytical methods

 The comparison tells us whether the “difference”
IS really difference within the confidence intervals.

—Whent_,.>t_,. the meanintwo datasets
are statistically different

40



Sensitivity & Specificity

B Sensitivity

—sensitivity = P ( =d /
(b Hd

—true positive
—(1-sensitivity) f al

B Specificity

—specificity = P ( ) a /
(a Hc

—true negative
—(1-speci filicity) f aul

tN



Distribution of internal

responses when no Distribution when
tumaor is present. tumaor is present.
Zz \ /
=
[
% criterion response
o ¥
0 5 10 15 20 25 % I .
Internal response 3 miss !
o
internal response
correct reject
=
E false alarm
L
=
o

Internal response
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No
tumor

Hits = 97.5%
False alarms = 8456

Hits = 84%4
False alarms = 50%

Hits = 5034
False alarms = 16%



d' =1 {lots of overlap) d' = 3 (not much overdap)
High noise,
Lots of overlap

1.0

Low noise,
Not much overlap

ROC curves

0.a 0.5 1.0
Falza alarms



Plotting ROC Curve

Receilver Operating Characteristics Curve

(true positive) <

., |True False
Cutpoint Positives Positives
5 0.56 0.01
7 0.78 0.19
9 0.91 0.58

True positive rate [sensitivity]

—r

o o
W io

O o o o o o
Pa W o= ot m =

a
O =

T N |

1 1 1 1 1 1 1 1 1
o 041 0.2 03 04 05 06 07 O8 0.9 A

Falze poszitive rate [1-specificity]



Uses of ROC curve

* Area under the curve
— 0.9 ~ 1.0: excellent
— 0.8 ~ 0.9: good
— 0.7 ~ 0.8: fair
— 0.6 ~ 0.7: poor
— 0.5 ~ 0.6: worthless

= 02

Comparing ROC Curves

— _Warthlezs
—_Zood

Excellent

0 010202040506 070209 1
False positive rate
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100

o
=

-1 a0
[ R |

Sensitivity
— k- L = n T
= = = - = = =

J Clin Epidemiol, Jul 1997;50(7):837-43

BMI

[ thank that
48% sensitivity &
877 speciiicity 1s
more acceplable Lo

|':.'|_-|‘- [ ;-:._'!'L".|| _}'

20 30 40
100% - Specificity

- —p
The Autl ] BMI*
1 Authors chose : :
Ad%e sensibivity & Welght (Kg)/Helght
60%% specificity (m2)

The ROC curve shows the trade-offs between
Sensitivity and Specificity. This article‘s Authors
believed that a BMI of 20.5 was the optimum
threshold to define obesity, with a Sensitivity of
84% and Specificity of 60%. Can you believe it?
A BMI of 20.5 to define obesity ( ) ? What
were they thinking?

0 YO &0 90 100
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Assessment of the Performance of a Methoc
(BMB 1.6.2)

Summary Statistics

B Measures of Central Tendency
—Mean, Median, Mode

B Spread

—Range

—Variance
—Standard deviation
—Stander error

BMShape

48



Precision v.s. Accuracy

Precision: (Imprecision, Variability, Reproducibility)
Reproducibility of analytical measurement

= closeness of replicate data

g

Within Batch Precision

Between Batch Precision

Accuracy ( Bias, Inaccuracy)

Differences between “mean” and “true”value

49



Precise

Inaccurate ( )
7 ®
\ S ©
| Imprecise
Precise & Inaccurate
Accurate
Imprecise ( )

Accurate

50



Measures of Central Tendency

2.5

—Mode 20l

—Median 15 ]

—Mean 1ol = Mo _ _
0.5 |
0.0

0 5 1IO 1I5 2IO 2I5
eg. 2,55,7,09, 11,1322
Median=50%

Odd

mode =5 (greatest frequency) e

median= (7+9)/2=8 (
mean=(2+5+5+7+9+11+13+22)/8

30
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Spread ----- Variance
B Variance ( ) o 11) i()ﬁ %)

W standard deviation ( )= gives the
dispersion of numerical data around the
mean value

v
((n 1)2“_ )]

N-1: degree of freedom
= [Number of observation — 1]

52



Q: Why do we divide by (n-1) and not by (n)?

W Use of n as a divisor will give a sample
standard deviation which tends to
underestimate the population standard
deviation, whereas the use of (n-1) gives
what is known as an”unbiased estimator”

M Score deviates less from their own mean than
from any other number. So, the calculation
subtracting each score from the sample mean
will be smaller than subtracting form the
population mean------ underestimate the SD

(n-1)

Satistics for Analytical Chemists, by R. Caulcutt and R. Boddy
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Spread ----- Coefficient of Variance

Cofficient of variation ( )
Relative standard deviation

CV = x100%

X

e.g. A: 2.00+ 0.10 mM, CV=5.0%
B: 8.00+ 0.41 mM, CV=5.0%

54



Spread ----- Coefficient of Variance

Define the spread or distribution of the data
68.3% data X +1S.D.
data  Xx+1SD. 68.3%.

Frequency of
occurrence of a
measurement

T3SD -2SD -ISD X +1SD +2SD +3SD
Gaussian Distribution/Normal Distributign



Spread ----- Coefficient of Variance

W Possibility of occurrence
80% Rain
98% Sunny/Cloudy/Rainy

B p-value

P=0.05 (=95% confidence) ‘o
----- Statistically significant



Examnle R

ASSESSMENT OF THE PRECISION OF AN ANALYTICAL DATA SET

Five measurements of the fasting serum glucose concentration were made on the
same sample taken from a diabetic patient. The values obtained were 2.3, 2.5, 2.2,
2.6 and 2.5 mM. Calculate the precision of the data set.

Answer

Precision is normally expressed either as one standard deviation of the mean or as
the coefficient of variation of the mnean. These statistical parameters therefore
need to be calculated.

Mean

2+234254+254+ 2.6
X = 2 3 = 2.42mM

Standard deviation
Using both equations 1.12 and 1.13 to calculate the value of s:

o o — X (6-xX)? x;?

2.2 —0.22 0.0484 4.84
2.3 —0az 0.0144 5.29
2.5 +0.08 G.0064 6.25
2.5 +0.08 0.0064 6.25
2.6 +0.18 0.0324 6.75
=x;12.1 Z0.00 Z20.1080 Z29.39

Using equation 1.12

s ="(0.108/43 = 0.164 mM

Using equation 1.13

L [2939—azapss \/29.39 —29.28
4 Foe \“ 4

Coefficient of variation
Using equation 1.9

=0.166 mM

__0.165 x 100%

2,42 » 57

= 6.82%

Ccv



ACcCuUracy ( blas, Inaccuracy)

Differences between “mean” and “true”value

@ n “mean”
“population mean ,,”

@ uncertainty 0,

- Ve
( 120 4 ) ((n 1)2“_ j

time/money-consuming

|

mean

58



Standard Error (of the mean)

variability of mean

JN

S.D variability of original data
SD

..... Why does the denominator read N2 instead of just N?
Because we are really dividing the variance, which is SD?,
by N, but we end up again with squared units, so we take
the square root of everything.......

Can ] Psychiatry, Vol 41, October 1996 59



Spread--Confidence Interval

» for normal distribution

P(-1.96< 7<1.96) = 0.95,and z= =—*

oln
— P(X-1 96% <u< X+1.96%) - 0.95
_ 11
100
95

60



Spread---Confidence Interval

Gives a range of values about the sample mean
within a given probabillity

LY—(’[) \S/%}< M <{Y+(’[) \S/%}

Confidence Limit

t student's factor (Table 1.9)

T

-33D -2SD -ISD X +ISD +2SD +3SD




xample 6 - -
ASSESSMENT OF THE ACCURACY OF AN ANALYTICAL DATA SET

Calculate the confidence intervals at the 50%, 95% and 99% confidence levels of
the fasting serum glucose concentrations given in Example 5.

Confidence interval =242 + (LH1x0.15)
X-(’[)-S—D sl\/lg{xju(t).SD} 7
\/ﬁ \/ﬁ =141 0,05mM

For the 95% confidence level and the same number of degrees of freedom, t= 2,776,
hence the confidence interval for the population mean s givenby:

27763016
Confidence interval =242 t( )E )

V5
=242 +020mM

For the 99% confidence evel and the same mumber of degrees of freedom, £ = 4604
hence the confidence ntervalfor the population mean i given by:

4604)0.16
Confidence interval =242 + ( \/)(5 )

=242£033mM
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Outlier

Rejection of outlier experimental data

®
outlier «195% outliers
outliers
Q exp (Dixon’s Q-test) /\
Experimental rejection quotient
Q _ Xn } Xn—l _ gap
exp — T -: — — : g
Xn -Xl range rejection f acceplance I rejecton
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Outlier— Q values

Table.1.1 Values of Q for the rejection of outliers
Number of observations Q (95% conflidence)
4 0.83
S 0.72
6 0.62
7 0.57
8 0.52
Qexp < Q Table1.10 —- Accept the datapoint

Qexp > Q Table 110 = Reject the datapoint

64



xample 7
IDEMTIFICATION OF AN OUTLIER EXPERIMENTAL RESULT

If the data set in Example 6 contained an addition value of 3.0 mM, could this value
be regarded as an outlier point at the 95% confidence level?

From equation 1.16

0 3026 04
730-22 08

0.5

Using Table 111 for six data points, Qiaye = 0.62.

Since Quyp 1 smaller than Quy the point should not be rejected as there isa more
‘than 5% chance that it s part of the same data set as the other five values, Itis £asy
to show that an additional data point of 3.3 rather than 3.0 mM would give a Qu, of
0.64 and could be rejected. |



B One-sample t-test:

® Unpaired t-test:

B Paired t-test;

confil denc
|l nt er val s

- 1 > 1

calc table

66



